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Inside Citrix chapter six – The one with the Delivery Controller 

Whether you are administrating, designing, building, optimizing or troubleshooting an existing or 

new XenDesktop environment/architecture, it’s important to know which components and 

services are involved, how they interact, and what is supposed to happen under normal 

circumstances.  

Only then will you be able to quickly pinpoint any potential issues, or optimize current data 

flows and keep your users happy. The same applies when designing a completely new 

XenDesktop and/or XenApp Site; you need to have a good understanding of what is needed 

under which circumstances. 

From a high-level perspective the FMA is built up around nine main components; however, it is 

within these components that the real magic happens. Take the services that make up the 

Delivery Controllers and VDAs, for example, but also technologies like Framehawk and 

ThinWire, Connection Leasing, Zones and concepts like Delivery Groups and Machine Catalogs, 

your Host Connections and so on. 

Although each component and concept will be individually discussed (this will be the biggest 

chapter by far), as mentioned this book is not meant as an install-and-configure manual and as 

such I will not cover all aspects and configuration options and/or functionalities available per 

component / technology. Instead I will focus on the infrastructural side of things and provide 

you with a more than basic understanding of how all these components and services fit together.  

Consider this chapter a warm-up. 

The nine main FMA components are: 

1. Delivery Controller. 

2. Virtual Delivery Agent. 

3. StoreFront. 

4. Central Site database. 

5. Receiver. 

6. Studio. 

7. Director. 

8. License server. 

9. Host Connection. 

 

A XenDesktop Site 

Before we get into the main FMA components, I would first like to start with a short definition 

of a XenDesktop / XenApp Site, since this is where all of our main and subcomponents will 

reside. It encompasses all Delivery Controllers, VDAs, Host Connections and all other 

components and technologies needed to host and virtualize our desktops and applications, 

which can then be managed and maintained as a single entity from Citrix Studio. See the image 

below. 
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FMA fact: Active Directory is required for the authentication and authorization of 

users in a Citrix environment. This includes DNS.  

 

XenDesktop Site main components 

Delivery Controller 

While this chapter will provide you with a global overview, the chapters ‘The FMA Core 

services’ and ‘The user login process’ will discuss in detail all of the primary FMA services, their 

individual tasks and responsibilities, including a step-by-step overview of the entire user login 

and resource enumeration and launch process. Also, the ‘Troubleshooting the FMA’ chapter will 

handle troubleshooting using Scout in more detail. 

FMA fact: Your Delivery Controllers can be considered as the heart of 

your FMA deployment.  

The Delivery Controller is the real workhorse and centerpiece of the FMA and, as such, it has a 

lot of responsibilities. To name a few, it brokers (VDA) sessions, verifies user credentials, and 

plays an important role during user login and resource enumeration as well as launch. It 

communicates with StoreFront and/or Web Interface, the underlying Host Connection 

(Hypervisor or cloud-based services), the Central Site database, and it also takes care of load-

balancing hosted shared desktop connections. As of version 7.6 it includes and takes care of 

Connection Leasing as well, which will be discussed in more detail later on. 



Inside Citrix – The FlexCast Management Architecture 

   

 

3 

 

You could say that the Delivery Controller is in fact the heart of XenDesktop / XenApp. It 

houses all eleven primary FMA services (2018 update: 13 services) including the well-known 

XML service. Here they are: 

1. Analytics service. 

2. Broker service. 

3. Configuration service. 

4. AD Identity service. 

5. Configuration Logging service. 

6. Delegated Administration service. 

7. Machine Creation service. 

8. Host service. 

9. Environment Test service. 

10. Monitor service. 

11. StoreFront service. 

12. High Availability Server a.k.a. Secondary Broker Service (new)  

13. Configuration Synchronization Service (new) 

Each service has its own specific responsibility. Note that the XML service isn’t mentioned since 

it is not FMA-specific. As highlighted, during the ‘FMA core services’ chapter we will have a 

closer look at each service individually, the XML service included, and how they all interact and 

communicate within the FMA. This will also include the evolution from an FMA services 

perspective, as well as FMA service groups and more. 

Authentication and enumeration 

When a user logs in, either internally through StoreFront or externally through NetScaler, for 

example, as mentioned the Delivery Controller plays an important role during the user 

authentication and verification process, as well as with enumerating and launching user 

resources. This process is also referred to as connection brokering. A Delivery Controller has a 

direct and live connection with the Central Site database, which holds all static as well as 

dynamic (real-time) information within the Site.  

As opposed to the Data Collectors in XenApp 6.5 and earlier, none of this information will be 

stored locally (no LHC, remember) and all Delivery Controllers will fully depend on the Central 

Site database to provide this information when needed. Communication between a Delivery 

Controller and the Central Site database is constant (heartbeat messages are exchanged every 20 

seconds with a TTL of 40 seconds). 

The Delivery Controller also plays a key role in controlling all registered desktop and server 

machines (to which your users connect) with regard to availability, load balancing and power 

management, which includes starting and stopping virtual machines when needed: see also the 

next chapter on VDAs. It brokers connections between users and their virtual and/or physical 

desktops and applications while maintaining and optimizing these connections wherever and 

whenever needed using technologies like Session Reliability (Common Gateway Protocol), Auto 

Client Reconnect, ICA Keep-Alive messages, and workspace control. Note that power 

management is not available for physical machines, only virtual. 
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One is none 

As an IT specialist you are probably familiar with the saying ‘one is none’, as this applies to 

almost all infrastructural components that we ‘techies’ have to deal with. The same applies to the 

Delivery Controller. If the server hosting the Delivery Controller role is unavailable, your users 

will not be able to be authenticated or verified; as a result they will also not be able to access 

and/or launch any of their virtual desktops or published applications.  

Therefore at least two Delivery Controller servers per Site should be deployed on different 

physical hosts (when virtualized) to prevent a single point of failure. All online Delivery 

Controllers within your Site will actively participate in handling user / session requests at any 

time (amongst other tasks), if one of the Controllers for whatever reason goes offline, one of the 

other Controllers will take over its tasks automatically and instantly. All Controllers within a Site 

have access to the same Central Site database and therefore are equally configured. 

FMA fact: Your environment is as strong as its weakest link. Make sure to apply the ‘one 

is none’ rule wherever and whenever it makes sense. 

A Delivery Controller is different from a Data Collector in many ways. Besides the absence of 

the Local Host Cache, Delivery Controllers do not communicate with each other, they cannot 

host any user sessions like a Data Collector can, and as such they also do not have to run the 

same Operating System as the VDAs they manage. See the next page for an overview (table) on 

some of the most important differences between the two. 

Citrix Studio is the main management tool and console used to set up and configure 

XenDesktop and XenApp Sites. It can be installed on a Delivery Controller or separately on a 

management machine, for example. Since the Delivery Controller plays such an important role, 

Studio will also have a direct connection with one or multiple of your Delivery Controllers. 

Below you will find an overview on some of the differences between a Delivery Controller and a 

Data Collector. 
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Delivery Controller vs. Data Collector 

Delivery Controller Data Collector 

No LHC (prior to 2017) LHC 

Connection Leasing  No Connection Leasing 

Pulls all information, static 

as well as dynamic from 

the Central Site database 

Has static as well dynamic 

(run-time) information 

cached locally 

There is no direct 

communication between 

Delivery Controllers. No 

scheduled communication 

between the VDAs and/or 

Site database, only when 

needed 

Communicates with the 

IMA store, peer Data 

Collectors and its Session 

Hosts (within its own 

zone) on a scheduled 

interval, or when a Farm 

configuration change has 

been made 

Is responsible for 

brokering and maintaining 

new and existing user 

session only 

Often hosts user session, 

but can be configured as a 

dedicated Data Collector 

as well 

Can have a different 

Operating System installed 

then the server and 

desktop VDAs 

Needs to have the same 

Operating System as all 

other Session Hosts and 

DCs within the same Farm 

Core services installed 

only. The HDX stack is 

part of the VDA software 

Has all the XenApp 6.5 or 

earlier bits and bytes fully 

installed 

Zones are optional. When 

configured they do need at 

least one Delivery 

Controller present 

Each Zone has one Data 

Collector. Having multiple 

Data Collectors means 

having multiple Zones 

Election does not apply. 

Deploy multiple, at least 

two Delivery Controllers 

per Site / Zone (again, one 

per Zone is the minimum). 

Can, and sometimes need 

to be elected. Configure at 

least one other Session 

Host per Zone that can be 

elected as a Data Collector 

when needed 

When Central Site DB is 

down no Site wide 

configuration changes are 

possible. By default, LHC 

and/or Connection 

Leasing will kick in, 

When IMA DB is down 

no Farm wide 

configuration changes are 

possible. Everything else 

continues to work as 

expected due to the LHC 
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enabling users to launch 

assigned resources that 

have been successfully 

started at least once during 

the last two weeks prior to 

the DB going offline 

present on the Data 

Collectors and Session 

Hosts in each Zone 

A Delivery Controller can 

have a direct connection 

(API) with a Hypervisor or 

cloud platform of choice 

Does not have any direct 

Hypervisor or cloud 

platform management 

capabilities 

Almost all communication 

flows directly through a 

Delivery Controller to the 

Central Site Database 

Session Hosts as well as 

Data Collectors directly 

communicate with the 

IMA database 

VDAs need to successfully 

register themselves with a 

Delivery Controller 

When a XenApp server 

boots it needs to have the 

IMA service running but it 

does not register itself 

anywhere  

Some of the most important management and configuration activities that take place, either on 

or through your Delivery Controllers, are: 

• Site Creation. 

• Manage Delivery Controllers. 

• Manage Host Connections. 

• Machine provisioning. 

• Manage AppDisks. 

• Manage Zones. 

• Connection Leasing. 

• Publish desktops and applications. 

• Assign resources to users. 

• Configure Site-wide policies. 

• Manage user sessions. 

• Direct database communication. 

• Delegated Administration. 

• VDA registration. 

• Power management. 

• Load balancing. 

• Licensing statics. 

• Configure App-V infrastructure. 

• Troubleshooting (Scout). 

• Monitoring. 
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Most of the above Studio management activities will be discussed in more detail throughout 

several of the upcoming chapters. 

Delivery Controller server sizing 

To give you an indication of what might be needed resource-wise, have a look at the following 

table. Citrix testing has shown that a relatively light virtual machine configuration can handle up 

to 5000 desktops per Delivery Controller per hour with regard to user authentication, 

enumeration and resources launch.  

Delivery Controller server sizing 

Component Specification 

Processor 4 vCPUs 

Memory 4 GB RAM (minimum) 

Network Bounded virtual NIC 

Storage 40 GB 

Operating System Windows Server 2012 R2 

XenDesktop edition 7.x 

The following Operating Systems are officially supported and tested by Citrix to run the Delivery 

Controller role: 

• Windows Server 2012 R2, Standard and Datacenter Editions. 

• Windows Server 2012, Standard and Datacenter Editions. 

• Windows Server 2008 R2 SP1, Standard, Enterprise, and Datacenter Editions. 
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Key takeaways 

• As mentioned, your Delivery Controllers have a lot of responsibilities and can therefore 

be seen as the heart of your FMA deployment. 

• Always deploy at least two Delivery Controllers per Site, and if you can per Zone as well. 

A minimum of one Controller per Zone is needed in the case of a WAN link failure. 

• Virtualizing your Delivery Controller makes them more flexible, especially in bigger 

environments. Adding extra DCs or compute resources will be a breeze. 

• Almost all Site traffic goes directly through your Delivery Controllers down to the 

Central Site database and vice versa. 

• Try to keep your Delivery Controllers physically close to your database server and any 

Host Connections (hypervisors) you might have set up. 

• Delivery Controllers are fundamentally different from Data Collectors: remember that. 

No LHC, (2018 update: LHC has been reinstated as of version 7.12), direct database 

communication, no communication between Delivery Controllers, service- and agent 

(VDA)-based, and so on. 

• StoreFront directly communicates with one of your Delivery Controllers during the user 

authentication, application enumeration and launch process. You can configure your 

StoreFront server with a NetScaler load balance VIP address, which will load balance the 

connections to the Delivery Controllers within the NetScaler VIP. 

 


